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Argument

We introduce the notion of numerical functors to generalise Eilenberg & Mac Lane’s
polynomial functors to arbitrary base rings. After shewing how these functors are
encoded by modules over a certain ring, a characterisation of analytic functors is
given. The article culminates in the Polynomial Functor Theorem, recording a pre-
cise criterion for a numerical (or polynomial) functor to admit a strict polynomial
structure in the sense of Friedlander & Suslin.
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When is a polynomial functor strict polynomial? The question seems rather a funda-
mental and natural one; and, considering the ubiquity of polynomial functors,
it will perhaps be deemed a bit surprising that nobody, as of yet, has deemed
it worthy of an examination. Providing an answer, as satisfactory as one could
ever hope for, is the purpose of the present note.

It will be recalled that polynomial functors were invented by Eilenberg &
Mac Lane ([2]) in 1954, and strict polynomial functors by Friedlander & Suslin
([4]) in 1997 (precise definitions will follow below). As evinced by termino-
logy, the notion of polynomial functor is weaker than that of strict polynomial
functor. It will naturally be enquired: how much weaker?
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Let us recapitulate what is known of polynomial versus strict polynomi-
al functors. For aHne functors, degree 0 and 1, there will be no discernible
diverence between polynomial and strict polynomial functors, but they will
perfectly agree. This will no longer be the case in higher degrees, as there exist
polynomial functors which do not admit a strict polynomial structure. Worse,
even when such a structure exists, it will usually not be unique. Example 1
below dissects a curious functor which admits several strict polynomial struc-
tures, even of diverent degrees.

Quadratic functors turn out to present an intermediate case, exhibiting
some atypical phenomena. Example 7 dwells on this point, establishing that
a quadratic integral functor F is homogeneous of degree 2 if and only if it
satisfies the equation

Fprαq “ r2Fpαq,
for any r P Q and homomorphism α. In our terminology, F should be quasi-
homogeneous of degree 2 (Definition 11). Beware, however, that a quadratic
functor which is not quasi-homogeneous need not arise from a strict polyno-
mial functor.

Not only will a quasi-homogeneous, quadratic functor admit a homogene-
ous structure; it will admit a unique such. This is singular indeed, and far from
the situation in higher degrees, where there is reason to expect neither exist-
ence nor uniqueness of a strict polynomial structure, even on a functor which
is a priori quasi-homogeneous.

Polynomial functors were initially conceived for abelian groups. While the
notion, as such, is perfectly sensible for modules over any ring, it will clearly
be deficient, as scalar multiplication is nowhere taken into account. As a
remedy, we introduce the notion of numerical functors (Definition 10), designed
to make sense for any binomial (or numerical) base ring. We explore their
elementary properties, examine analytic functors (Definition 12) in some detail,
and then exhibit a projective generator for the category of numerical functors,
which will is found to be Morita equivalent to the category of modules over
the augmentation algebra BrBnˆnsn, B betokening the base ring (Theorem 15).
Morally, all theorems valid for (integral) polynomial functors will remain
valid, mutatis mutandis, for numerical functors.

True homogeneous (strict polynomial) functors, on the other hand, are
encoded by modules over the Schur algebra Γ

npBnˆnq (Theorem 5). These two
rings are linked by the divided power map

γn : BrBnˆnsn Ñ Γ
npBnˆnq, rσs ÞÑ σ

rns;

which, by restriction of scalars, gives rise to a functor Homn Ñ Numn from
homogeneous to numerical functors. Asserts Theorem 22 below:

Theorem. The divided power map

γn : BrBnˆnsn Ñ Γ
npBnˆnq

begets the forgetful functor
Homn Ñ Numn.
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The reader will note carefully that the divided power map is not surjective,
or even an epimorphism of rings, except in degrees 0, 1 and 2. This accounts
for the anomalous behaviour of low-degree functors, as explained above.

After shewing how quasi-homogeneous functors, as BrBnˆnsn-modules, cor-
respond to Im γn-modules, we construct a section of the divided power map
(Theorem 19):

εn : Γ
npBnˆnq Ñ QbZ BrBnˆnsn.

The grand dénouement will be the Polynomial Functor Theorem, Theorem 23
below:

Theorem. Let F be a quasi-homogeneous functor of degree n, corresponding to the
BrBnˆnsn-module M and the Im γn-module N. The following constructs are equivalent:

A. Imposing the structure of homogeneous functor, of degree n, upon F.

B. Giving M the structure of Im εn-module.

C. Giving N the structure of Γ
npBnˆnq-module.

This research was carried out at Stockholm University under the emin-
ent supervision of Prof. Torsten Ekedahl. We thank Dr Christine Vespa for
innumerous and invaluable comments on the manuscript.

§0. Polynomial and Strict Polynomial Functors

For the entirety of this article, B shall denote a fixed base ring of scalars,
assumed to be binomial1 in the sense of Hall ([5]); that is, commutative, unital,
and in the possession of binomial coëHcients. Examples include the ring of
integers, as well as all Q-algebras.

All modules, homomorphisms, and tensor products shall be taken over
this B, unless otherwise stated. We let Mod “ BMod denote the category of
(unital) modules over this ring.

Let XMod be the category2 of those modules that are finitely generated and
free. A module functor is a functor

XModÑMod

— and, so as to avoid any misunderstandings, we duly emphasise that linearity
will not be assumed.

We shall be wholly content to consider such restricted functors exclusively.
Not only is this following tradition, but a functor defined on the subcategory

1This is a numerical ring in the terminology [3] of Ekedahl. For the equivalence of the two
notions, a proof is overed in [9].

2The letter X herein is intended to suggest “eXtra nice modules”.
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XMod always has a canonical well-behaved extension to the whole module
category Mod, as we presently expand upon.

First, let us recall what it means for a functor, not necessarily additive, to
be right-exact in the sense of Bouc [1].

Definition 1. A functor F betwixt abelian categories is right-exact if for
any exact sequence

A α // B
β // C // 0 ,

the associated sequence

FpA‘ Bq

Fpα`1Bq
´Fp1Bq // FpBq

Fpβq // FpCq // 0

is also exact. ˛

This definition agrees with the usual one in the case of an additive functor.
In fact, the usual definition actually implies additivity of the functor, which
renders it useless for our purposes.

Theorem 1 ([1], Theorem 2.14). Any functor XMod Ñ Mod has a unique ex-
tension to a functor Mod Ñ Mod which is right-exact and commutes with inductive
limits.

No serious imposition shall thus result from considering only the said
restricted functors XModÑMod, as will be done henceforth.

Let us now bring to mind the classical notions of polynomiality. The sub-
sequent definitions made their first appearance in print, albeit somewhat im-
plicitly, in Eilenberg & Mac Lane’s monumental article [2], sections 8 and 9:

Definition 2. Let ϕ : M Ñ N be a map of modules. The nth deviation of ϕ

is the map

ϕpx1 ˛ ¨ ¨ ¨ ˛ xn`1q “
ÿ

IĎrn`1s

p´1qn`1´|I|
ϕ

˜

ÿ

iPI

xi

¸

of n` 1 variables. ˛

Definition 3. The map ϕ : M Ñ N is polynomial of degree n if its nth
deviation vanishes:

ϕpx1 ˛ ¨ ¨ ¨ ˛ xn`1q “ 0

for any x1, . . . , xn`1 P M. ˛

Definition 4. The functor F : XMod Ñ Mod is said to be polynomial of
degree (at most) n if every arrow map

F : HompM, Nq Ñ HompFpMq, FpNqq

is. ˛
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We now recall the strict polynomial maps (“lois polynomes”) from the
work of Roby and the strict polynomial functors introduced by Friedlander
and Suslin. The base ring B may here be taken commutative and unital only.

Definition 5 ([7], section 1.2). A strict polynomial map is a natural trans-
formation

ϕ : M b´ Ñ N b´

betwixt functors CAlg Ñ Set, where CAlg “ BCAlg designates the category of
commutative, unital algebras over the ring B, and Set denotes the category of
sets. ˛

Strict polynomial maps decompose as the direct sum of their homogeneous
components ([7], Proposition I.4).

Definition 6 ([4], Definition 2.1). The functor F : XModÑMod is said to
be strict polynomial of degree n if the arrow maps

F : HompM, Nq Ñ HompFpMq, FpNqq

have been given a (multiplicative) strict polynomial structure. ˛

The following (slightly paraphrased) result is taken from Salomonsson’s
investigations of strict polynomial functors, stated merely for the purpose of
later comparison with the numerical case.

Theorem 2 ([8], Propositions 2.3, 2.5). Consider the following constructs, where
A ranges over all commutative, unital algebras:

A. A family of ordinary functors EA : AXModÑ AMod, commuting with extension
of scalars.

B. A functor J : XModÑMod with arrow maps

JA : HomApAbM, Ab Nq Ñ HomApAb JpMq, Ab JpNqq,

multiplicative and natural in A.

C. A functor F : XModÑMod with arrow maps

FA : AbHomBpM, Nq Ñ AbHomBpFpMq, FpNqq,

multiplicative and natural in A (the definition of strict polynomial functor).

Constructs A and B are equivalent, but weaker than C. If, in addition, the arrow maps
are presumed to be strict polynomial of some (uniformly) bounded degree, all three are
equivalent.

We thus obtain the following hierarchy of functors.

• Strict polynomial functors, as defined previously, have bounded degree and
satisfy all three conditions A, B and C.
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• A functor satisfying condition C, but with no assumption on the degree,
will be called locally strict polynomial.

• A functor satisfying the weaker conditions A and B, again without any
assumption on the degree, will be called strict analytic.

We have found no explicit reference for the subsequent illation, but we
daresay it is rather well known. It is intended to be contrasted with Theorem
11 below.

Theorem 3. The strict analytic functors are precisely the direct sums (or, equival-
ently, inductive limits) of strict polynomial functors.

We remark that, comparable to the situation for maps, strict polynomial func-
tors are not determined by their underlying functors. The strict structure constitutes
auxiliary data, which may be supplied in more than one way (or possibly none
at all). The example below should serve as a warning.

Example 1. Let B “ Z, let A be a commutative Z-algebra, and let p be a
prime. The ring A{pA is a bimodule over Z in the usual way. Keeping the left
module structure, equip it with another right module structure, mediated by
the Frobenius map:

px` pAq ¨ a “ apx` pA.

That this is a module action is a consequence of Fermat’s Little Theorem. Let
pA{pAqp1q denote the bimodule thus obtained.

Define, for any commutative algebra A, the functors

FA : AXModÑ AMod

M ÞÑ A{pAbM

and

GA : AXModÑ AMod

M ÞÑ pA{pAqp1q bM.

These functors commute with scalar extensions; hence they give strict analytic
functors.

Let α : M Ñ N be a homomorphism of A-modules, and let a P A. As a
homomorphism

A{pAbM Ñ A{pAb N ,

we have
FApaαq “ 1b aα “ ab α “ aFApαq,

which shews F is homogeneous of degree 1. As a homomorphism

pA{pAqp1q bM Ñ pA{pAqp1q b N ,
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we have
GApaαq “ 1b aα “ ap b α “ apGApαq,

which shews G is homogeneous of degree p.
None the less, when regarded as functors only, F and G are both linear, and,

as it so were, isomorphic. This is again because of Fermat’s Little Theorem:

px` pZq ¨ a “ apx` pZ “ ax` pZ,

and consequently
pZ{pZqp1q – Z{pZ

as Z-bimodules. 4

Definition 7. By a natural transformation η : F Ñ G of strict polynomial
functors, we mean a family of homomorphisms

η “ pηM : FpMq Ñ GpMq | M P XModq,

such that for any modules M and N , any algebra A, and any

ω P AbHompM, Nq,

the following diagram commutes:

Ab FpMq

Fpωq
��

1bηM // AbGpMq

Gpωq
��

Ab FpNq 1bηN
// AbGpNq

˛

We shall denote by
SPoln

the abelian category of strict polynomial functors of degree n.
Next, rather than considering arbitrary strict polynomial functors, we

shall usually limit our attention to homogeneous ones.

Definition 8. The functor F : XModÑMod is said to be homogeneous of
degree n if the arrow maps

F : HompM, Nq Ñ HompFpMq, FpNqq

have been given a (multiplicative) homogeneous structure. ˛

The abelian category of homogeneous functors will be denoted by

Homn.

By virtue of the following familiar theorem, nothing essential will be lost by
considering homogeneous functors only.
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Theorem 4. A strict polynomial functor decomposes as a unique direct sum of homo-
geneous functors. The only possible natural transformation between homogeneous func-
tors of different degrees is the zero transformation. Consequently,

SPoln “
n
à

k“0
Homk.

The next theorem was proved by Friedlander & Suslin for finite fields, but
does not seem to have been corroborated in full generality until the work of
Salomonsson.

Theorem 5 ([8], Proposition 2.4). The fundamental homogeneous functor

Γ
n HompBn,´q

is a small projective generator for Homn, through which there is a Morita equivalence

Homn „ ΓnpBnˆnqMod,

where Γ
npBnˆnq carries the product multiplication α

rns ‹ β
rns “ pαβqrns.

More precisely, the functor F corresponds to the abelian group FpBnq, with module
structure given by the equation

τ
rns ¨ x “ Fpτqpxq.

Let us finally evoke the notion of numerical map, which will be fundamental
for the perusal to follow.

Definition 9 ([10], Definition 5). The map ϕ : M Ñ N is numerical of
degree (at most) n if it satisfies the following two equations:

ϕpx1 ˛ ¨ ¨ ¨ ˛ xn`1q “ 0, x1, . . . , xn`1 P M;

ϕprxq “
n
ÿ

k“0

ˆ

r
k

˙

ϕ

ˆ

♦
k

x
˙

, r P B, x P M.

˛

Theorem 6 ([10], Theorem 10). The map ϕ : M Ñ N is numerical of degree n if
and only if it can be extended to a degree n natural transformation

ϕ : M bB ´ Ñ N bB ´

of functors NAlg Ñ Set, where NAlg “ BNAlg denotes the category of numerical
algebras over the ring B.
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§1. Numerical Functors

We prover the following definition extending Eilenberg and Mac Lane’s poly-
nomial functors to more general rings.

Definition 10. The functor F : XMod Ñ Mod is said to be numerical of
degree (at most) n if every arrow map

F : HompM, Nq Ñ HompFpMq, FpNqq

is. ˛

Over the integers, the notions of polynomial and numerical functor may be
equated, for then all polynomial maps are numerical. Every strict polynomial
functor is numerical, and if the base ring B be a Q-algebra, the two strains
coincide. These assertions are consequences of the corresponding statements
for maps. Confer the remarks succeeding Definition 5 in [10].

Example 2. A functor is numerical of degree 0 if and only if it is con-
stant. 4

Example 3. A functor is numerical of degree 1 if and only if it is aHne; id
est, the translate of a linear functor. 4

Example 4. Most notorious of the polynomial functors are no doubt the
classical algebraic functors: the tensor power T n, the symmetric power Sn, the
exterior power Λ

n, and the divided power Γ
n. Of course, since the arrow maps of

these functors are not only numerical, but homogeneous (strict polynomial)
of degree n, they are in fact homogeneous of degree n. 4

It should be borne in mind the fundamental diverence between the two
types of functors — numerical and strict polynomial — which is constantly
at play. While numerical functors do sanction an interpretation as functors
equipped with extra data (Theorem 6), exactly corresponding to how strict
polynomial functors have been defined; this auxiliary structure is, in fact, an
extravagance, and may be omitted at will. Fundamentally, they are ordinary
functors satisfying certain equations, as just defined; hence, a fortiori, a numer-
ical functor is uniquely determined by its underlying functor. This is not true
for strict polynomial functors, as was pointed out above.3

Denote the category of numerical functors of degree n by

Numn.

By simple algebraical considerations, it may be verified to be abelian (the case
B “ Z is well known), and it is moreover closed under direct sums. We shall
presently see that it possesses a small projective generator.

3The failure occurs already at the level of maps; confer Example 7 of [10].
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Definition 11. The numerical functor F is quasi-homogeneous of degree n
if the extension functor4

F : QbZ XModÑ QbZ Mod

satisfies the equation
Fprαq “ rnFpαq,

for any r P QbZ B and homomorphism α. ˛

Being quasi-homogeneous is a necessary condition for a functor to admit
a (strict polynomial) homogeneous structure. We shall later give a suHcient
condition.

The category of quasi-homogeneous functors of degree n will be denoted
by the symbol

QHomn.

§2. The Hierarchy of Numerical Functors

In this section, we proceed to discuss locally numerical and analytic functors.
We say that a map ϕ, or a family of such, is multiplicative if

ϕpzqϕpwq “ ϕpzwq,

whenever z and w are entities such that the equation makes sense, and also

ϕp1q “ 1,

where the symbol 1 is to be interpreted in a natural way (usually diverently on
each side). An ordinary functor is the prime example of such a multiplicative
family.

The following theorem should be compared with Theorem 2 above.

Theorem 7. Consider the following constructs, where A ranges over all numerical
algebras:

A. A family of ordinary functors EA : AXModÑ AMod, commuting with extension
of scalars.

B. A functor J : XModÑMod with arrow maps

JA : HomApAbM, Ab Nq Ñ HomApAb JpMq, Ab JpNqq,

multiplicative and natural in A.

C. A functor F : XModÑMod with arrow maps

FA : AbHomBpM, Nq Ñ AbHomBpFpMq, FpNqq,

multiplicative and natural in A (the definition of numerical functor).
4It will be recalled that binomial rings are torsion-free.
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Constructs A and B are equivalent, but weaker than C. If, in addition, the arrow maps
are presumed to be numerical of some (uniformly) bounded degree, all three are equival-
ent.

Proof. Given E, define J by
JpMq “ EBpMq

and the diagram:

HomApAbM, Ab Nq
EA //

J ++

HomApEApAbMq, EApAb Nqq
OO

��
HomApAb EBpMq, Ab EBpNqq

Conversely, given J , define the functors E by the equations

EApMq “ Ab JpMq

and

HomApAbM, Ab Nq
EA“J // HomApAb JpMq, Ab JpNqq.

Also, it is easy to define J from F ; simply let

JpMq “ FpMq,

and use the following diagram:

AbHomBpM, Nq
OO

��

F // AbHomBpFpMq, FpNqq

��
HomApAbM, Ab Nq

J
// HomApAb FpMq, Ab FpNqq

The left column in the diagram is an isomorphism as long as M and N are free.
The diHcult part is defining F from J , provided that J is indeed of bounded

degree n. The following proof is modelled on the corresponding argument for
strict polynomial functors in [8]. Let M and N be two modules, and let A be
any numerical algebra. Find a free resolution

Bpλq // Bpκq // JpMq // 0 ,

and apply the contra-variant, left-exact functor

HomApAb´, Ab JpNqq
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to obtain a commutative diagram:

0 // HomApAb JpMq, Ab JpNqq ι // pAb JpNqqκ σ // pAb JpNqqλ

AbHompM, Nq

J

OO

δn
// Ab BrHompM, Nqsn

ζ

OO

The homomorphism

ιJ : AbHompM, Nq Ñ pAb JpNqqκ

may be split up into components

pιJqk : AbHompM, Nq Ñ Ab JpNq,

for each k P κ. Those are numerical of degree n, and will factor over δn via
some linear ζk. Together they yield a linear map

ζ : Ab BrHompM, Nqsn Ñ pAb JpNqqκ,

making the above square commute.
Now, σζδn “ σιJ “ 0, which gives σζ “ 0. By the exactness of the upper

row, ζ factors via some homomorphism

ξ : BrHompM, Nqsn Ñ HompJpMq, JpNqq.

Because
ιJ “ ζδn “ ιξδn

and ι is one-to-one, we also have J “ ξδn. The following diagram will therefore
commute:

HompJpMq, JpNqq ι // JpNqpκq

HompM, Nq

J

OO

δn
// BrHompM, Nqsn

ζ

OO
ξ

ii

Since J factors over BrHompM, Nqsn, it is numerical of degree n, and so may
be used to construct F .

We thus obtain the following hierarchy of functors.

Definition 12.

• Numerical functors have bounded degree and satisfy all three conditions
A, B and C. (This coincides with the previous definition.)

• A functor satisfying condition C, but with no assumption on the degree,
will be called locally numerical.
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• A functor satisfying the weaker conditions A and B, again without any
assumption on the degree, will be called analytic.

˛

Example 5. The classical algebraic functors T , S, Λ and Γ are all analytic,
for they evidently satisfy condition A of the theorem.

Of these, only Λ is locally numerical. This is because, when n ą p, the
module

Λ
npBpq “ 0,

and hence, for given p and q, the map

Λ : HompBp, Bqq Ñ HompΛpBpq, ΛpBqqq

is numerical of degree maxpp, qq. 4

§3. Properties of Numerical Functors

Since numerical functors allow for a more complicated rendition, it ought
not to be surprising that natural transformations also satisfy a more involved
condition. The theorem below exhibits obvious conformity with Definition 7.

Theorem 8. Let

η “ pηM : FpMq Ñ GpMq | M P XModq

be a natural transformation of numerical functors F and G. For any modules M and N,
any numerical algebra A, and any

ω P AbHompM, Nq,

the following diagram commutes:

Ab FpMq

Fpωq
��

1bηM // AbGpMq

Gpωq
��

Ab FpNq 1bηN
// AbGpNq

Proof. Consider homomorphisms

α1, . . . , αk : M Ñ N .

Assume that

Fpa1 b α1 ` ¨ ¨ ¨ ` ak b αkq “
ÿ

µ

ˆ

a1

m1

˙

¨ ¨ ¨

ˆ

ak

mk

˙

b βµ
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Gpa1 b α1 ` ¨ ¨ ¨ ` ak b αkq “
ÿ

ν

ˆ

a1

n1

˙

¨ ¨ ¨

ˆ

ak

nk

˙

b γν;

for any a1, . . . , ak in any numerical algebra A, where we have abbreviated

µ “ pm1, . . . , mkq and ν “ pn1, . . . , nkq.

The naturality of η ensures that

ÿ

µ

ˆ

a1

m1

˙

¨ ¨ ¨

ˆ

ak

mk

˙

ηN βµ “
ÿ

ν

ˆ

a1

n1

˙

¨ ¨ ¨

ˆ

ak

nk

˙

γνηM .

Specialise first to the case a2 “ a3 “ ¨ ¨ ¨ “ 0, to obtain

ÿ

m1

ˆ

a1

m1

˙

ηN βpm1,0,... q “
ÿ

n1

ˆ

a1

n1

˙

γpn1,0,... qηM .

Successively putting a1 “ 0, 1, 2, . . . leads to

ηN βpm1,0,... q “ γpm1,0,... qηM

for all m1. Proceeding inductively, one shews that

ηN βµ “ γµηM

for all µ. The commutativity of the diagram, for

ω “ a1 b α1 ` ¨ ¨ ¨ ` ak b αk,

is then demonstrated by the following instantiation:

b b x

��

// b b ηMpxq

��
ř

µ

` a1
m1

˘

¨ ¨ ¨
` ak

mk

˘

b b βµpxq //

«

ř

µ

` a1
m1

˘

¨ ¨ ¨
` ak

mk

˘

b b ηN βµpxq
“
ř

µ

` a1
m1

˘

¨ ¨ ¨
` ak

mk

˘

b b γµηMpxq

ff

Next, we give some equivalent characterisations of numericality, which
may perhaps be more convenient in practice.

Theorem 9. The following conditions are equivalent on a polynomial functor F of
degree n.

A.

Fprαq “

n
ÿ

k“0

ˆ

r
k

˙

F
ˆ

♦
k

α

˙

,

for any scalar r and homomorphism α (the definition of numerical functor).
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B.

Fprαq “

n
ÿ

m“0
p´1qn´m

ˆ

r
m

˙ˆ

r ´m´ 1
n´m

˙

Fpmαq,

for any scalar r and homomorphism α.

A1.

Fpr ¨ 1Bnq “

n
ÿ

k“0

ˆ

r
k

˙

F
ˆ

♦
k

1Bn

˙

,

for any scalar r.

B1.

Fpr ¨ 1Bnq “

n
ÿ

m“0
p´1qn´m

ˆ

r
m

˙ˆ

r ´m´ 1
n´m

˙

Fpm ¨ 1Bnq,

for any scalar r.

Proof. That A and B are equivalent follows from Theorem 7 of [10], as does the
equivalence of A1 and B1. Clearly B implies B1, so there remains to establish
the implication of B by B1.

Hence assume B1, and put

Zm “ p´1qn´m
ˆ

r
m

˙ˆ

r ´m´ 1
n´m

˙

.

In the case q ď n, the equation

Fpr ¨ 1Bqq “

n
ÿ

m“0
ZmFpm ¨ 1Bqq

clearly holds, because 1Bq factors through 1Bn .
Consider now the case q ą n. By induction, assume the formula holds for

q´ 1. Letting πi denote the canonical projections, we calculate:

Fpr ¨ 1Bqq “ Fprπ1 ` ¨ ¨ ¨ ` rπqq

“ ´
ÿ

IĂrqs

p´1qq´|I|F

˜

ÿ

iPI

rπi

¸

“ ´
ÿ

IĂrqs

p´1qq´|I|
n
ÿ

m“0
ZmF

˜

ÿ

iPI

mπi

¸

“ ´

n
ÿ

m“0
Zm

ÿ

IĂrqs

p´1qq´|I|F

˜

ÿ

iPI

mπi

¸

“

n
ÿ

m“0
ZmFpmπ1 ` ¨ ¨ ¨ `mπqq “

n
ÿ

m“0
ZmFpm ¨ 1Bqq.

15
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The third and sixth steps are because the qth deviation vanishes. This shews
that the equation holds for 1Bq , for any q.

Finally, in the case of an arbitrary homomorphism α : Bp Ñ Bq, we have

Fprαq “ Fpr ¨ 1BqqFpαq

“

n
ÿ

m“0
ZmFpm ¨ 1BqqFpαq “

n
ÿ

m“0
ZmFpmαq,

and the proof is finished.

The following very pleasant formula is an immediate consequence of the
corresponding formula for maps.

Recall that a multi-set is a set with repeated elements. When X is a multi-set,
we shall denote by |X| its cardinality, that is, the number of elements counted
with multiplicity, and by #X the underlying set, called its support.

Theorem 10. The module functor F is numerical of degree n if and only if, for any
scalars ai and homomorphisms αi, the following equation holds:

Fpa1α1 ˛ ¨ ¨ ¨ ˛ akαkq “
ÿ

#X“rks
|X|ďn

ˆ

a
X

˙

F
ˆ

♦
X

α

˙

.

Proof. Theorem 8 of [10].

Example 6. A cubic functor F is characterised by the following formulæ:

Fp˛a1α1q “

ˆ

a1

1

˙

Fp˛α1q `

ˆ

a1

2

˙

Fpα1 ˛ α1q

`

ˆ

a1

3

˙

Fpα1 ˛ α1 ˛ α1q

Fpa1α1 ˛ a2α2q “

ˆ

a1

1

˙ˆ

a2

1

˙

Fpα1 ˛ α2q `

ˆ

a1

2

˙ˆ

a2

1

˙

Fpα1 ˛ α1 ˛ α2q

`

ˆ

a1

1

˙ˆ

a2

2

˙

Fpα1 ˛ α2 ˛ α2q

Fpa1α1 ˛ a2α2 ˛ a3α3q “

ˆ

a1

1

˙ˆ

a2

1

˙ˆ

a3

1

˙

Fpα1 ˛ α2 ˛ α3q.

4

§4. Analytic Functors

We now examine the analytic functors. Traditionally, analytic functors have
been identified with the inductive limits of polynomial functors. The defini-
tion we gave above is no diverent, as we now set out to shew.

16
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Lemma 1. Let F be an analytic functor and P a finitely generated, free module. Sup-
pose u P FpPq, and define the subfunctor G by

GpMq “ xFpαqpuq |α : P Ñ My .

Consider the natural transformation

ξ : HompP,´q Ñ F ,

given by

ξN : HompP, Nq Ñ FpNq
α ÞÑ Fpαqpuq.

If ξN is numerical of degree n, then so is

G : pM, Nq Ñ HompGpMq, GpNqq

for all M. In particular:

• If all ξN are numerical, then G is locally numerical.

• If all ξN are numerical of uniformly bounded degree, then G is numerical.

Proof. Observe that the modules GpMq are invariant under the action of F .
Thus, G is indeed a subfunctor of F .

Suppose ξN is numerical of degree n. Then, for all homomorphisms

α, αi : P Ñ N

and scalars r, the following equations hold:
#

Fpα1 ˛ ¨ ¨ ¨ ˛ αn`1qpuq “ 0
Fprαqpuq “

řn
m“0

` r
m

˘

F p♦m αq puq.

This implies that, for all homomorphisms

β, βi : M Ñ N , γ : P Ñ M,

and scalars r, the following equations hold:
#

Fpβ1 ˛ ¨ ¨ ¨ ˛ βn`1qFpγqpuq “ 0
FprβqFpγqpuq “

řn
m“0

` r
m

˘

F p♦m βq Fpγqpuq.

Hence
Fpβ1 ˛ ¨ ¨ ¨ ˛ βn`1q “ 0

and

Fprβq “

n
ÿ

m“0

ˆ

r
m

˙

F
ˆ

♦
m

β

˙

on GpMq, which means that every

G : pM, Nq Ñ HompGpMq, GpNqq

is indeed numerical of degree n.

17
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The following theorem should be compared with Theorem 3 above.

Theorem 11. The analytic functors are precisely the inductive limits of numerical
functors.

Proof. Step 1: Inductive limits of numerical, or even analytic, functors are analytic. Let
the functors Fi, for i P I , be analytic. For any

α P HomApAbM, Ab Nq,

we have
Fipαq : Ab FipMq Ñ Ab FipNq.

Therefore
limÝÑ Fipαq : Ab limÝÑ FipMq Ñ Ab limÝÑ FipNq,

since tensor products commute with inductive limits, which yields a map

limÝÑ Fi : HomApAbM, Ab Nq Ñ HomApAb limÝÑ FipMq, Ab limÝÑ FipNqq,

establishing that limÝÑ Fi is analytic.
Step 2: Analytic functors are inductive limits of locally numerical functors. Let F be

analytic. The maps

F : HomApAbM, Ab Nq Ñ HomApAb FpMq, Ab FpNqq

are then multiplicative and natural in A. To shew F is the inductive limit of
locally numerical functors, it is suHcient to construct, for any given module
P and element u P FpPq, a locally numerical subfunctor G of F , such that
u P GpPq.

To this end, define G as in the lemma:

GpMq “ xFpαqpuq |α : P Ñ My .

Clearly u P GpPq. By the lemma, G is locally numerical, if only we can shew
that

ξM : HompP, Mq Ñ FpMq

is always numerical (of possibly unbounded degree).
We make use of the following fact. The module HompP, Mq is finitely

generated and free, because P and M are. Let ε1, . . . , εk be a basis.
Let s1, . . . , sk be free variables, and let

A “ B
ˆ

s1, . . . , sk

´

˙

.

Since
F
´

ÿ

si b εi

¯

P HomApAb FpPq, Ab FpMqq,

18
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we may write

F
´

ÿ

si b εi

¯

p1A b uq “
ÿ

|X|ďn

ˆ

s
X

˙

b vX P Ab FpMq

for some n, and hence

ξM

´

ÿ

siεi

¯

“ F
´

ÿ

siεi

¯

puq “
ÿ

|X|ďn

ˆ

s
X

˙

vX .

Since the εi generate HompP, Mq, it follows that ξM is numerical of degree n.
Step 3: Locally numerical functors are inductive limits of numerical functors. Let F

be locally numerical, and, given P and u P FpPq, define G and ξ as before. We
shall shew that G is numerical by shewing that ξ is numerical of some fixed
degree.

Let αi : P Ñ M be homomorphisms, let

B “ B
ˆ

s1, . . . , sk

´

˙

, C “ B
ˆ

s1, . . . , sk, t
´

˙

be free numerical rings, and consider the algebra homomorphism

τ : B Ñ C, si ÞÑ tsi.

There is a commutative diagram:

B

τ

��

B bHompP, Mq

τb1
��

F // B bHompFpPq, FpMqq

τb1
��

C C bHompP, Mq
F
// C bHompFpPq, FpMqq

As a consequence, we obtain, for any homomorphisms αi : P Ñ M:
ř

si b αi

��

// F p
ř

si b αiq

��
ř

tsi b αi //
„

pτb 1qF p
ř

si b αiq

“ F p
ř

tsi b αiq



Consider now

F : B
ˆ

s1, . . . , sk

´

˙

bHompP, Mq Ñ B
ˆ

s1, . . . , sk

´

˙

bHompFpPq, FpMqq,

and write
F
´

ÿ

si b αi

¯

“
ÿ

X

ˆ

s
X

˙

b βX ,

19
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for some homomorphisms βX : FpPq Ñ FpMq.
Similarly, from contemplating

F : B
ˆ

t
´

˙

bHompP, Pq Ñ B
ˆ

t
´

˙

bHompFpPq, FpPqq,

we may write

Fpt b 1Pq “
ÿ

mďn

ˆ

t
m

˙

b γm,

for some number n and homomorphisms γm : FpPq Ñ FpPq. Observe that n is
fixed, and only depends on F .

We now have

ÿ

X

ˆ

ts
X

˙

b βX “ pτb 1q

˜

ÿ

X

ˆ

s
X

˙

b βX

¸

“ pτb 1qF
´

ÿ

si b αi

¯

“ F
´

ÿ

tsi b αi

¯

“ F
´

ÿ

si b αi

¯

Fpt b 1Pq

“

˜

ÿ

X

ˆ

s
X

˙

b βX

¸˜

ÿ

mďn

ˆ

t
m

˙

b γm

¸

“
ÿ

X

ÿ

mďn

ˆ

s
X

˙ˆ

t
m

˙

b βX γm.

The right-hand side, and therefore also the left-hand side, is of degree n in t,
whence βX “ 0 when |X| ą n.

Consequently,

ξM

´

ÿ

siαi

¯

“ F
´

ÿ

siαi

¯

puq “
ÿ

|X|ďn

ˆ

s
X

˙

βXpuq,

and ξ is numerical of degree n.

§5. The Fundamental Numerical Functor

In this section, we exhibit a projective generator of the category of numerical
functors.

Theorem 12. Let K be a fixed module. The functor BrHompK,´qsn, given by

M ÞÑ BrHompK, Mqsn
“

χ : M Ñ N
‰

ÞÑ

„

rχ*s : BrHompK, Mqsn Ñ BrHompK, Nqsn
rαs ÞÑ rχ ˝ αs



,

is numerical of degree n.
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Proof. Since BrHompK,´qsn is the composition of Br´sn with the Hom-func-
tor, it suHces to prove Br´sn is of degree n. Let χj : M Ñ N be homomorph-
isms, and let x P M; then

rχ1 ˛ ¨ ¨ ¨ ˛ χn`1sprxsq “ rχ1pxq ˛ ¨ ¨ ¨ ˛ χn`1pxqs “ 0.

Moreover, if a P B and χ : M Ñ N , then

raχsprxsq “ raχpxqs “
n
ÿ

k“0

ˆ

a
k

˙„

♦
k

χpxq


“

n
ÿ

k“0

ˆ

a
k

˙„

♦
k

χ



prxsq.

We infer that Br´sn is numerical of degree n.

Definition 13. The functor

BrHompBn,´qsn

will be called the fundamental numerical functor of degree n. ˛

§6. The Numerical Yoneda Correspondence

Theorem 13: The Numerical Yoneda Lemma. Let K be a fixed module, and F
a numerical functor of degree n. The map

ΥK,F : Nat
`

BrHompK,´qsn, F
˘

Ñ FpKq
η ÞÑ ηKpr1Ksq

is an isomorphism of modules.
The isomorphism is natural, in the sense that the following two diagrams commute:

K

β

��

NatpBrHompK,´qsn, Fq

rβ
*
s
*

��

ΥK,F // FpKq

Fpβq
��

L NatpBrHompL,´qsn, Fq
ΥL,F
// FpLq

F

ξ

��

NatpBrHompK,´qsn, Fq

ξ*
��

ΥK,F // FpKq

ξK
��

G NatpBrHompK,´qsn, Gq
ΥK,G
// GpKq

Proof. The proof is the usual one. Consider the following commutative dia-
gram:

K

α

��

BrHompK, Kqsn

rα*s

��

ηK // FpKq

Fpαq
��

r1Ks

��

// ηKpr1Ksq

��
M BrHompK, Mqsn ηM

// FpMq rαs // ηMprαsq “ FpαqpηKpr1Ksqq
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Upon inspection, we find that ΥK,F has the inverse

y ÞÑ
„

ηM : BrHompK, Mqsn Ñ FpMq
rαs ÞÑ Fpαqpyq



.

When defining this inverse, the numericality of F is used in an essential way
to ensure that the map

HompK, Mq Ñ HompFpKq, FpMqq

factor through BrHompK, Mqsn.
The naturality of Υ is obvious.

In particular, putting F “ BrHompK,´qsn, we obtain a module isomorph-
ism

NatpBrHompK,´qsnq – BrHompK, Kqsn “ BrEnd Ksn,

given by the map
Υ : η ÞÑ ηKpr1Ksq

with inverse

Υ
´1 : rσs ÞÑ

„

rσ*s : BrHompK,´qsn Ñ BrHompK,´qsn
rαs ÞÑ rα ˝ σs.



.

Recall from [10] (Definition 9) that the augmentation algebras of the mod-
ule M are

BrMsn “ BrMs{In,

where BrMs denotes the free algebra under the sum multiplication

rxsrys “ rx` ys

and In denotes the ideal

In “ p rx1 ˛ ¨ ¨ ¨ ˛ xn`1s | xi P M q

`

˜

rrxs ´
n
ÿ

k“0

ˆ

r
k

˙„

♦
k

x


ˇ

ˇ

ˇ

ˇ

ˇ

r P B, x P M

¸

, n ě ´1.

When M is itself an algebra, there will be a corresponding product multiplica-
tion on BrMs:

rxs ‹ rys “ rxys,

which descends unto the augmentation algebras BrMsn.
In the particular case given by the Yoneda correspondence above,

Υ
´1prσs ‹ rτsq “ Υ

´1prστsq “ rpστq*s

“ rτ*s ˝ rσ*s “ Υ
´1prτsq ˝ Υ

´1prσsq.

The product multiplication is reversed by Υ, and we may thus conclude:
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Theorem 14. The Yoneda correspondence provides an isomorphism of rings
`

Nat BrHompK,´qsn
˘˝
– BrEnd Ksn,

where the former is equipped with composition, and the latter with the product multiplic-
ation.

§7. The Morita Equivalence

We proceed to demonstrate the equivalence of Numn with a suitable module
category.

Lemma 2. A polynomial functor of degree n that vanishes on Bn is identically zero.

Proof. Suppose that F is polynomial of degree n, and that FpBnq “ 0. We shall
shew that FpBqq “ 0 for all natural numbers q.

Consider first the case q ď n. Then Bq is a direct summand of Bn, so FpBqq

is a direct summand of FpBnq “ 0.
Proceeding by induction, suppose FpBq´1q “ 0 for some q´ 1 ě n. Decom-

pose
1Bq “ π1 ` ¨ ¨ ¨ ` πq,

where πj : Bq Ñ Bq denotes the jth projection. Since F is polynomial of degree
n, and therefore of degree q´ 1,

0 “ Fpπ1 ˛ ¨ ¨ ¨ ˛ πqq “
ÿ

JĎrqs

p´1qq´|J|F

¨

˝

ÿ

J

πj

˛

‚.

Consider a J with |J | ď q ´ 1. Since
ř

J πj factors through Bq´1, the homo-

morphism F
´

ř

J πj

¯

factors through FpBq´1q “ 0. Only J “ rqs will give a
non-trivial contribution to the sum above, yielding

0 “ Fpπ1 ` ¨ ¨ ¨ ` πqq “ Fp1Bqq “ 1FpBqq;

hence FpBqq “ 0.

The next result was established by Pirashvili for polynomial functors in
[6].

Theorem 15. The fundamental numerical functor

BrHompBn,´qsn

is a small projective generator for Numn, through which there is a Morita equivalence

Numn „ BrBnˆnsnMod,

where BrBnˆnsn carries the product multiplication.
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More precisely, the functor F corresponds to the abelian group FpBnq, with module
structure given by the equation

rτs ¨ x “ Fpτqpxq.

Proof. Step 1: BrHompBn,´qsn is projective. We must shew that

NatpBrHompBn,´qsn,´q

is right-exact, or preserves epimorphisms. Hence let η : F Ñ G be epimorphic,
so that each ηM is onto. The following diagram, constructed by aid of the
Yoneda Lemma, shews that η* is epimorphic:

NatpBrHompBn,´qsn, Fq oo Υ //

η*
��

FpBnq

ηBn

��
NatpBrHompBn,´qsn, Gq oo

Υ

// GpBnq

Step 2: BrHompBn,´qsn is a generator. By the lemma,

0 “ NatpBrHompBn,´qsn, Fq – FpBnq

implies F “ 0.
Step 3: BrHompBn,´qsn is small. Compute, using the Yoneda Lemma:

Nat
`

BrHompBn,´qsn,
à

Fk
˘

–
`à

Fk
˘

pBnq “
à

FkpB
nq

–
à

Nat
`

BrHompBn,´qsn, Fk
˘

.

Step 4: The Morita equivalence. As Numn is an abelian category with arbitrary
direct sums, there is a Morita equivalence:

Numn

NatpBrHompBn,´qsn,´q
**
SMod

BrHompBn,´qsnbS´

jj

The new base ring is

S “
`

Nat BrHompBn,´qsn
˘˝
– BrEnd Bnsn “ BrBnˆnsn.

Plainly, the functor F corresponds to the abelian group

NatpBrHompBn,´qsn, Fq – FpBnq.

Step 5: The module structure. Under the Yoneda map, an element x P FpBnq

will correspond to the natural transformation

ηM : BrHompBn, Mqsn Ñ FpMq
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rαs ÞÑ Fpαqpxq.

Likewise, a scalar rτs P BrBnˆnsn will correspond to

σM : BrHompBn, Mqsn Ñ BrHompBn, Mqsn
rαs ÞÑ rα ˝ τs.

The product of the scalar σ and the module element η is the transformation

pη ˝ σqM : BrHompBn, Mqsn Ñ FpMq
rαs ÞÑ Fpα ˝ τqpxq,

which under the Yoneda map corresponds to

pη ˝ σqBnpr1Bnsq “ Fp1Bn ˝ τqpxq “ Fpτqpxq P FpBnq.

The scalar multiplication on FpBnq is thus given by the formula

rτs ¨ x “ Fpτqpxq,

and the proof is finished.

§8. The Divided Power Map

A key rôle in the theory of polynomial functors is played by the rings BrBnˆnsn
and Γ

npBnˆnq, in that their modules encode numerical and homogeneous func-
tors (of degree n), respectively. One manifest way of relating the two species
of functors will then be to exhibit homomorphisms between the respective
rings. This shall form the topic of the present section.

Let us begin with somewhat greater generality. Taking as our starting-
point a module M, we propose a study of the divided power map

γn : M Ñ Γ
npMq

x ÞÑ xrns.

Theorem 16. The divided power map is numerical of degree n and therefore induces
a linear map

γn : BrMsn Ñ Γ
npMq

rxs ÞÑ xrns.

This is a natural transformation of (numerical) functors.

Proof. Since γn is homogeneous of degree n, it is also numerical of the same
degree.

Lemma 3. If x1, . . . , xn P M, then

px1 ˛ ¨ ¨ ¨ ˛ xnq
rns “ x1 ¨ ¨ ¨ xn.
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Proof. By the definition of deviations,

px1 ˛ ¨ ¨ ¨ ˛ xnq
rns “

ÿ

IĎrns

p´1qn´|I|
˜

ÿ

iPI

xi

¸rns

.

A given monomial xrXs will occur in those terms for which #X Ď I . Its
coëHcient will be

ÿ

#XĎIĎrns

p´1qn´|I|,

which is 1 if #X “ rns and 0 otherwise.

Theorem 17. Let M be finitely generated and free. The co-kernel of the homomorph-
ism

pπ, γnq : BrMsn Ñ BrMsn´1 ‘ Γ
npMq

is
Cokerpπ, γnq – Γ

npMq{ xx1 ¨ ¨ ¨ xn | xi P My .

In particular, pπ, γnq is an injection of finite index.

Proof. Let te1, . . . , eku be a basis for M. Then the elements

rf1 ˛ ¨ ¨ ¨ ˛ fms, fi P te1, . . . , eku,

for 0 ď m ď n, constitute a basis for BrMsn. The image of pπ, γnq is generated
by the images

pπ, γnqprf1 ˛ ¨ ¨ ¨ ˛ fmsq “
´

rf1 ˛ ¨ ¨ ¨ ˛ fms, rf1 ˛ ¨ ¨ ¨ ˛ fmsrns
¯

, 0 ď m ă n;

and
pπ, γnqprf1 ˛ ¨ ¨ ¨ ˛ fnsq “

´

0, pf1 ˛ ¨ ¨ ¨ ˛ fnqrns
¯

“ p0, f1 ¨ ¨ ¨ fnq.

The relations

rf1 ˛ ¨ ¨ ¨ ˛ fms ” ´rf1 ˛ ¨ ¨ ¨ ˛ fmsrns mod Impπ, γnq

permit the representation of each element of the co-kernel by a sum of divided
nth powers, while the relations

f1 ¨ ¨ ¨ fn ” 0 mod Impπ, γnq

yield the desired factor module of Γ
npMq.

Theorem 18. Let M be finitely generated and free. The kernel of the homomorphism

γn : BrMsn Ñ Γ
npMq

is
Ker γn “ QbZ xrrzs ´ rnrzs | r P B, z P My X BrMsn.
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Proof. Let te1, . . . , eku be a basis for M. Then, as m ranges from 0 to n, the
elements

rf1 ˛ ¨ ¨ ¨ ˛ fms, fi P te1, . . . , eku,

will constitute a basis for BrMsn.
Denote

L “ QbZ xrrzs ´ rnrzs | r P B, z P My ;

then evidently
LX BrMsn Ď Ker γn.

We now shew the reverse inclusion.
Calculating modulo L, we have, for any z,

„

♦
m

z


“
ÿ

IĎrms

p´1qm´|I|
«

ÿ

iPI

z

ff

“

m
ÿ

r“0
p´1qm´r

ˆ

m
r

˙

rrzs

”

m
ÿ

r“0
p´1qm´r

ˆ

m
r

˙

rnrzs “ m!
"

n
m

*

rzs, (1)

where
 n

m

(

denotes a Stirling number of the second kind.
We may then write

m!
"

n
m

*

rf1 ˛ ¨ ¨ ¨ ˛ fms “ m!
"

n
m

*

ÿ

IĎrms

p´1qm´|I|
«

ÿ

iPI

fi

ff

“
ÿ

IĎrms

p´1qm´|I|
«

♦
m

ÿ

iPI

fi

ff

“ ξ` ξ
1,

where ξ is a sum of mth deviations, and ξ
1 collects the higher-order deviations.

We calculate ξ:

ξ “
ÿ

IĎrms

p´1qm´|I|
ÿ

#AĎI
|A|“m

ˆ

m
A

˙„

♦
aPA

fa



“
ÿ

#AĎrms
|A|“m

¨

˝

ÿ

#AĎIĎrms

p´1qm´|I|
˛

‚

ˆ

m
A

˙„

♦
aPA

fa



“
ÿ

#A“rms
|A|“m

ˆ

m
A

˙„

♦
aPA

fa



“

ˆ

m
1, . . . , 1

˙

rf1 ˛ ¨ ¨ ¨ ˛ fms “ m!rf1 ˛ ¨ ¨ ¨ ˛ fms.

We thus have

m!
"

n
m

*

rf1 ˛ ¨ ¨ ¨ ˛ fms ” m!rf1 ˛ ¨ ¨ ¨ ˛ fms ` ξ
1 mod L,
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and, consequently, provided 1 ă m ă n (so that
 n

m

(

ą 1),

rf1 ˛ ¨ ¨ ¨ ˛ fms ”
1

m!
` n

m

(

´ 1
˘ ¨ ξ

1 mod L.

Now suppose ω P Ker γn. Using the above relation, together with

r˛s “ r0s ” 0 mod L

and
r˛f s “ rf s ´ r0s ”

1
n!
 n

n

(

„

♦
n

f


“
1
n!

„

♦
n

f


mod L,

which are both consequences of (1); we may express ω as a (fractional) linear
combination of nth deviations of the basis elements ei:

ω ”
ÿ

#AĎrks
|A|“n

cA

„

♦
aPA

ea



mod L.

Apply γn:

0 “ γnpωq “
ÿ

#AĎrks
|A|“n

cAγn

ˆ

♦
aPA

ea

˙

“
ÿ

#AĎrks
|A|“n

cAeA.

Because the elements erAs constitute a basis for Γ
npMq, it must be that all coëf-

ficients cA “ 0, and hence ω P L. The proof is finished.

Due to lack of torsion in the base ring, the divided power map may always
be extended to a map

γn : QbZ BrMsn Ñ QbZ Γ
npMq.

This map (almost trivially) possesses an inverse. We shall, however, be inter-
ested in obtaining an inverse under a slightly less generous localisation.

Theorem 19. The homomorphism

εn : Γ
npMq Ñ QbZ BrMsn

xrAs ÞÑ
1

deg A

„

♦
A

x


constitutes a section of the divided power map:

γnεn “ 1ΓnpMq.

This leads to a direct sum decomposition:

Im εn – Γ
npMq ‘ pKer γn X Im εnq.
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Proof. The relation γnεn “ 1 is immediate, and then the following exact se-
quence splits:

0 // Ker γn X Im εn // Im εn
γn //

Γ
npMq

εn
oo // 0

It will now be appropriate to specialise the preceding discussion to the
particular rings BrBnˆnsn and Γ

npBnˆnq. Recall that both rings are equipped
with a product multiplication, given by the laws

rαs ‹ rβs “ rαβs, α
rns ‹ β

rns “ pαβqrns.

Theorem 20. The maps

γn : BrBnˆnsn Ñ Γ
npBnˆnq, εn : Γ

npBnˆnq Ñ QbZ BrBnˆnsn

are homomorphisms of algebras, when both rings are equipped with the product multi-
plication.

Proof. Calculate:

γnprαsq ‹ γnprβsq “ α
rns ‹ β

rns “ pαβqrns “ γnprαβsq “ γprαs ‹ rβsq.

To shew εn preserves multiplication, it will be enough to consider pure
powers α

rns and β
rns. The relation

„

♦
n

α



‹

„

♦
n

β



“ n!
„

♦
n

αβ



is readily verified, by means of simple algebraical manipulations.5 We may
then compute:

εnpα
rnsq ‹ εnpβ

rnsq “
1
n!

„

♦
n

α



‹
1
n!

„

♦
n

β



“
1
n!

„

♦
n

αβ



“ εnppαβqrnsq “ εnpα
rns ‹ β

rnsq.

Finally, let us put forth the module-theoretic equivalent of quasi-homo-
geneity.

Theorem 21. Let F be a numerical functor, corresponding to the BrBnˆnsn-module
M. The functor F is quasi-homogeneous of degree n if and only if M is a module over

Im γn – BrBnˆnsn{Ker γn.

5Compare the Deviation Formula, Theorem 7.1, in [9].
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Proof. Recall that the scalar multiplication of BrBnˆnsn on M “ FpBnq is given
by

rσsx “ Fpσqpxq, σ P Bnˆn, x P FpBnq.

The requirement that Ker γn annihilate FpBnq is equivalent to demanding that
F itself vanish on

Ker γn “ QbZ
@

rrσs ´ rnrσs
ˇ

ˇ r P B, σ P BnˆnDX BrBnˆnsn,

which would clearly be a consequence of quasi-homogeneity.
To shew that, conversely, quasi-homogeneity is implied by the equation

Fprσq “ rnFpσq, σ P Bnˆn,

we first shew that
Fpr ¨ 1Bqq “ rnFp1Bqq

for all natural numbers q. This is clear when q ď n, for then 1Bq factors through
1Bn . When q ą n, split up into the canonical projections, and use induction:

Fpr ¨ 1Bqq “ Fprπ1 ` ¨ ¨ ¨ ` rπqq

“ ´
ÿ

IĂrqs

p´1qq´|I|F

˜

ÿ

iPI

rπi

¸

“ ´
ÿ

IĂrqs

p´1qq´|I|rnF

˜

ÿ

iPI

πi

¸

“ rnFpπ1 ` ¨ ¨ ¨ ` πqq “ rnFp1Bqq.

Finally, for an arbitrary homomorphism α : Bp Ñ Bq, we have

Fprαq “ Fpr ¨ 1BqqFpαq “ rnFp1BqqFpαq “ rnFpαq.

§9. Restriction and Extension of Scalars

The divided power map

γn : BrBnˆnsn Ñ Γ
npBnˆnq

gives rise to two natural functors between the corresponding module categor-
ies, viz. restriction and extension of scalars. We consider them in turn.

Restriction of scalars is the functor

ΓnpBnˆnqModÑ BrBnˆnsnMod,

which takes a Γ
npBnˆnq-module M and views it as a BrBnˆnsn-module under

the multiplication
rσsx “ γnpσqx “ σ

rnsx.

30



Xantcha Polynomial Functors of Modules

On the functorial level, this corresponds to the forgetful functor

Homn Ñ Numn.

Extension of scalars is the functor

BrBnˆnsnModÑ ΓnpBnˆnqMod,

which takes a BrBnˆnsn-module M and transforms it into a Γ
npBnˆnq-module

Γ
npBnˆnq bBrBnˆnsn M

through the tensor product.
Let us examine its action on the functorial level. To this end, denote by

P “ BrHompBn,´qsn
Q “ Γ

n HompBn,´q

the projective generators of the categories Numn and Homn, respectively. A
functor F P Numn will then correspond to the BrBnˆnsn-module

M “ NatpP, Fq.

Extension of scalars transforms it into the Γ
npBnˆnq-module

N “ Γ
npBnˆnq bBrBnˆnsn M “ Γ

npBnˆnq bBrBnˆnsn NatpP, Fq,

which corresponds to the homogeneous functor

G “ QbΓnpBnˆnq N

“ QbΓnpBnˆnq Γ
npBnˆnq bBrBnˆnsn NatpP, Fq

“ QbBrBnˆnsn NatpP, Fq.

This tensor product is interpreted in the usual way. By definition,

P ÞÑ QbBrBnˆnsn NatpP, Pq

“ QbBrBnˆnsn BrBnˆns˝n “ Q,

and then extension is performed by means of direct sums and right-exactness.
We summarise in a theorem.

Theorem 22. Consider the divided power map

γn : BrBnˆnsn Ñ Γ
npBnˆnq.

• Restriction of scalars

ΓnpBnˆnqModÑ BrBnˆnsnMod

corresponds to the forgetful functor

Homn Ñ Numn.
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• Extension of scalars
BrBnˆnsnModÑ ΓnpBnˆnqMod

corresponds to the functor
Numn Ñ Homn

which maps
BrHompBn,´qsn ÞÑ Γ

n HompBn,´q,

extended by direct sums and right-exactness.

§10. Numerical versus Strict Polynomial Functors

Lastly, we present one half of the Polynomial Functor Theorem, Theorem 11.3
of [9], recording a necessary and suHcient condition for a numerical functor to
be strict polynomial. (Whereas the present condition is stated in terms of the
description of functors as modules, the other half proposes a combinatorial
criterion.)

Theorem 23: The Polynomial Functor Theorem. Let F be a quasi-homogene-
ous functor of degree n, corresponding to the BrBnˆnsn-module M and the Im γn-module
N. The following constructs are equivalent:

A. Imposing the structure of homogeneous functor, of degree n, upon F.

B. Giving M the structure of Im εn-module.

C. Giving N the structure of Γ
npBnˆnq-module.

Proof. The equivalence of A and C is immediate. From the isomorphism

Im εn – Γ
npBnˆnq ˆ pKer γn X Im εnq,

we conclude that Γ
npBnˆnq-modules canonically correspond to Im εn-modules,

and vice versa. (The ring Ker γn X Im εn corresponds to subfunctors of lower
degree. By considering quasi-homogeneous functors only, modules over this
ring will be zero.) This demonstrates the equivalence of B and C.

Once again, we caution the reader that, even in the case M may be con-
sidered an Im εn-module, this module structure will not be unique. There
are in general many strict polynomial structures on the same functor, even of
diverent degrees.

Example 7. In the affine case (degree 0 and 1), numerical and strict polyno-
mial functors coincide. This is no longer the case in higher degrees. Already
in the quadratic case, there exist numerical functors which do not admit a
strict polynomial structure.
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Yet, some concordance will be retained in the quadratic case, in that any
quasi-homogeneous functor may be given a unique strict polynomial structure,
which makes it homogeneous of degree 2. This stems from the map

γ2 : BrB2ˆ2s2 Ñ Γ
2pB2ˆ2q

being onto, so that there is, in fact, a split exact sequence

0 // Ker γ2 // BrB2ˆ2s2
γ2 //

Γ
2pB2ˆ2q

ε2
oo // 0

4
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